DESIGN OF A ROBOTIC DEVICE ACTUATED BY CABLES FOR HUMAN LOWER LIMB REHABILITATION USING SELF-ADAPTIVE DIFFERENTIAL EVOLUTION AND ROBUST OPTIMIZATION

ABSTRACT: In engineering designed systems it is commonly considered that mathematical models, variables, and parameters are sufficiently reliable, i.e., there are no errors in modeling and estimation. However, the systems to be optimized can be sensitive to small changes in the designed variables causing significant changes in the objective function. Robust optimization is an approach for modeling optimization problems under uncertainty in which the modeler aims to find decisions that are optimal for the worst-case realization of the uncertainties within a given set of values. In this contribution, a self-adaptive heuristic optimization method, namely the Self-Adaptive Differential Evolution (SADE), is evaluated. Differently from the canonical Differential Evolution algorithm (DE), the SADE strategy is able to update the required parameters such as population size, crossover parameter, and perturbation rate, dynamically. This is done by considering a defined convergence rate on the evolution process of the algorithm in order to reduce the number of evaluations of the objective function. For illustration purposes, the SADE strategy is associated with the Mean Effective Concept (MEC) for insertion robustness, is applied to minimize forces applied in cables used for the rehabilitation of the human lower limbs by determining the positioning of motors. The results show that the methodology that was proposed (SADE+MEC) appears as an interesting strategy for the treatment of robust optimization problems.


INTRODUCTION

Traditionally, during the engineering systems design it is considered that the result is not subject to the influence of small perturbations of design variables and/or parameters involved in the process. However, the global optimum solution can be sensitive to small perturbations of design variables vector. In this case, an optimal local solution may be less sensitive, which from a real point of view, is configured as a feasible and can be implemented in industry. The concept of robust optimization should be used in order to minimize this effect in engineering systems design. This approach is applied for modeling optimization problems under uncertainty, in which the modeler aims to find decisions that are optimal for the worst-case realization of the uncertainties within a given set of values.

Robust optimization is defined as an approach that produces a solution which is not very sensitive to small changes in design variables (TAGUCHI, 1984). It is emphasized that a robust solution may not coincide with the nominal solution, i.e., a solution without robustness, as observed in Figure 1. In this context, the robustness characterizes an important tool to help getting a not very sensitive solution under certain conditions, when exposed to given conditions of uncertainty.

In the literature, some studies considering the introduction of robustness in the mono and multi-objective optimization context can be found (DEB; GUPTA, 2006; SOUZA et al., 2015). Several of these studies require the introduction of new restrictions and/or new objectives, i.e., relations between the mean and the standard deviation of objective functions vector, and probability distribution functions for the design variables and/or objectives. As an alternative to these classical formulations, Deb and Gupta (2006) extended the Mean Effective Concept (MEC), originally proposed for mono-objective problems, to the multi-objective optimization context. In this approach, no additional restriction is inserted into the original problem. Thus, the problem is rewritten as a mean vector of original objectives.
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Figure 1. Nominal solution versus robust solution (Taguchi, 1984; Deb and Gupta, 2006).

Traditionally, the engineering systems design has been obtained by using Deterministic Optimization Methods. In the last years, Non-Deterministic Optimization Methods have been used to solve this kind of problem. During the solution of optimization problems, the input parameters of any evolutionary algorithm are kept constant (i.e., population size, crossover parameter, and perturbation rate, among others). In this case, the computational implementation of the algorithms is simplified. However, the variation of the population size inherent to real biological systems (important aspect of biological evolution) is disregarded.

Intuitively, it is interesting to expand the population size during the first generations (i.e., assume its maximum value) due to the high diversity faced at this stage. This aspect offers the opportunity to the individuals to explore the design space accordingly. On the other hand, from the optimization point of view, in the end of the evolutionary process, the natural tendency of the population is to become homogeneous, which implies unnecessary evaluations of the objective function and, consequently, the increase of computational cost, when the population size is kept constant.

To overcome this disadvantage, in this work the Self-Adaptive Differential Evolution algorithm (SADE), proposed by Cavalini et al. (2015), is considered with an optimization strategy. In this evolutionary approach, the population size, crossover parameter, and perturbation rate are dynamically updated during the convergence process in the Differential Evolution algorithm (DE). Basically, the SADE strategy reduces the number of objective function evaluations based on the definition of a convergence rate in order to evaluate the homogeneity of the population in the evolutionary process (CAVALINI et al., 2015).

In the engineering systems design context, the development of robotic devices to be applied in the rehabilitation process of human lower limbs is configured as an important application due to the large number of people with lower limb problems caused by stroke and/or accidents. In general, human beings have always tried to perform tasks making less effort as possible. In the last years, machineries and equipments were developed to simplify the execution of multiple tasks, reducing the time needed to fulfill them, improving the patient’s quality of life and safety. With the advancement of technology, it was possible to apply robots also in health, using them for surgeries, prosthetics and structures to assist in rehabilitation.

In this contribution, the SADE algorithm associated with the MEC is used to optimize the motors positioning in a parallel robotic device actuated by cables for human lower limb rehabilitation used to assist patients and health professionals during rehabilitation sessions. The results obtained by proposed methodology (SADE+MEC) are compared with those obtained by using the canonical DE algorithm.

MATERIAL AND METHODS

Robust optimization

Mean effective concept (Deb and Gupta, 2006): For the minimization of an objective function ($f(x)$), a solution $x^*$ is called a robust solution if it is the global minimum of the mean effective function $f_{eff}(x)$, defined with respect to a $\delta$-neighborhood as follows:

$$f_{eff}(x) = \min \frac{1}{|\Upsilon_{\delta}(x)|} \int_{\Upsilon_{\delta}(x)} fdy$$

(1)

where $\Upsilon_{\delta}$ is the $\delta$-neighborhood of the solution $x$ and $|\Upsilon_{\delta}|$ is the hypervolume of the neighborhood.
Basically, a finite set of solutions $H$ can be generated randomly using the latin hypercube for the evaluation of integral given by Eq. (1). In this case, defining the $\delta$-neighborhood with respect to design variables vector, $N$ solutions are generated employing the latin hypercube, with the integral evaluated numerically. It should be mentioned that the aspect increases the computational cost due to the number of integral evaluations necessary to evaluate the objective function (DEB; GUPTA, 2006).

Robotic devices actuated by cables for lower limb human rehabilitation

The parallel cable-driven manipulator consists on a base and a moving platform which are connected by multiple cables that can extend or retract (see Figure 2). Then, a cable-based manipulator can move the end-effector by changing the cables’ lengths while preventing any cables to become slack. Therefore, feasible tasks are limited due to main static or dynamic characteristics of the cables because they can only pull the end-effector but cannot push it (CANNELLA et al., 2008; HILLER et al., 2009).

These structures have characteristics that make them suitable for rehabilitation purposes. They have large workspace, which may be adapted to different patients and different training. The mechanical structure is easy to assembly and disassembly, which makes it easier to transport, and can be reconfigured in order to perform different therapies. In the clinical point of view, the use of cables instead of rigid links makes patients feel less constrained, which is important to help them accept the technology. These characteristics make the cable-based parallel manipulators ideal for rehabilitation. The drawbacks related to the use of a cable-driven parallel structure are the physical nature of cables that can only pull and not push and the fact that the workspace evaluation turns into dependent forces and can have a complex and irregular shape (HILLER et al., 2009).

The cable-driven parallel manipulator, proposed in this paper, can be assembled from two to six cables arranged in a rigid structure (fixed platform) having a moving platform (splant), Figure 2(a). Figure 2(b) shows the prototype built at the Laboratory of Robotics and Automation at the Federal University of Uberlândia. Figure 2(a) shows the elements of the cable-based parallel manipulator, consisting on sets formed by 24 Volts x 45 Nm DC motor, encoder with 500 pulses per revolution and pulley. In this first step towards implementation of graphic simulations and experimental tests, a 1.80 m anthropometric wooden puppet was used to simulate a human body, Figure 2(b).

The equipment works by using the "teaching by showing", repeating movements predetermined by the therapist to the patient. Therefore, it is necessary to perform the control of actuators in two distinct steps: a step called "teaching", in which the therapist "teaches" the movements to be performed by the machine, and another step of "playing", in which the machine runs the predetermined movements. The control of the actuators was conducted using three PIC18F4550 controllers that communicate with each other by the I2C interface. One is used as master, so it can command the others as slaves, and promote communication with a PC using a USB port.

In the "teaching" step, in which the movements will be taught to the machine, the acquisition of position data and speed of each motor shaft is done through digital encoders. Each movement performed by the therapist in the splint in which the patient's lower limb is positioned, Figure 2(a), should cause a shift in the axis of the motors. However, just as cables are used to attach the splint to the axis of the actuators, the movement of the therapist could just loosen the cables, without any movement on the shaft of the engine was triggered. Thus, there must be a control loop that maintains the tension of the cables at this stage so as to cause the movement of the actuator when the therapist moves the splint. The signal from load cells attached to the cables will be used as a control variable, and the PWM signal of PIC microcontrollers promote the rotation of the actuators. Position data and angular velocity of each actuator are obtained by digital encoders, and saved to be replayed during the stage of playing (GONCALVES et al., 2015).

The "playing" step, in which the structure that was proposed repeats the movements "taught" by the therapist, is done through the closed-loop control of speed and position of the actuators shafts, using PIC microcontrollers. This occurs via PWM control in order to guarantee the reproduction of movements executed in the "teaching" step (GONCALVES et al., 2013).

To ensure the safe operation, emergency buttons are installed and the maximum allowable forces acting on the cables are set to prevent injuries involving patients. A graphical interface for PC was developed to control in which step of the operation the structure should run.

The kinematic model of cable-driven parallel robots is obtained similarly to the model obtained from traditional parallel structures (CÔTÉ,
2003). The inverse kinematic problem consists in finding the cables lengths \( p_i \) as function of the end-effector pose. The forward kinematic problem consists of finding the end-effector poses for a given set of cables lengths. For the kinematic model, the parameters used are shown in Fig. 2(c). The kinematic variables are the cables’ lengths.

The equilibrium equations for forces and moments acting on each cable can be given by

\[ F = J^{-1}W \]  

(2)

where vector \( F \) represents the cable tension, which consists on forces that must be done by actuators, \( W \) is the vector of external forces and moments applied to the system, which are the limb and the splint weight and, \( J \) is the Jacobian matrix of the structure. More details about the Jacobian calculus can be found in (CARVALHO et al., 2013; BARBOSA, 2013).

![Diagram of the parallel structure proposed](image1)

![Prototype built](image2)

![Kinematic parameters](image3)

![Gait simulation](image4)

**Figure 2.** (a) Scheme of the parallel structure proposed; (b) Prototype built; (c) Kinematic parameters; (d) Gait simulation with the proposed structure.

During the rehabilitation movements it is possible that at least one cable has no traction, leading to a region of non-movement control in the structure, since cables cannot push the lower limb but only pull it. To avoid this, it is necessary that positive forces exist in the cables throughout the movement, otherwise it is not possible to move the limb in all positions required for the rehabilitation session. Thus, in this paper, the optimization approach was used to determine the best points to fix the motor in a fixed platform, Figure 2(a), according to the type of movement performed, through the following objective function (OF):
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\[ m \min \ OF = \sum_{i} (\max (0, -F_i - 0.5))^2 \]  

where \( F_i \) is the compression forces set. Intuitively, this function seeks to minimize the number of negative or very low force on cables throughout the movement (less than 0.5 N). For this case, the design variables are the positions of the motors in the structure \( (x_i, i = 1, ..., 6) \), as presented in Figure 2 (a).

Self-adaptive differential evolution

The DE algorithm is an optimization technique that belongs to the family of evolutionary computation, which differs from other evolutionary algorithms in the mutation and recombination schemes. Basically, DE executes its mutation operation by adding a weighted difference vector between two individuals to a third individual. Then, the mutated individuals will perform discrete crossover and greedy selection with the corresponding individuals from the last generation to produce the offspring. The key control parameters for DE are the population size \( (NP) \), the crossover constant \( (CR) \), and the so-called weight \( (F_w) \). The canonical pseudo-code of DE algorithm is presented in Figure 3, in which \( P \) is the population of the current generation, and \( P' \) is the population to be constructed for the next generation. \( C_{[i]} \) is the candidate solution with population index \( i \), \( C_{[i]}[j] \) is the \( j \)-th entry in the solution vector of \( C_{[i]} \), and \( r \) is a random number between 0 and 1.

<table>
<thead>
<tr>
<th>Differential Evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize and evaluate population ( P )</td>
</tr>
<tr>
<td>while (not done) {</td>
</tr>
<tr>
<td>for (i = 0; i &lt; N; i++) {</td>
</tr>
<tr>
<td>Create candidate ( C_{[i]} )</td>
</tr>
<tr>
<td>Evaluate ( C_{[i]} )</td>
</tr>
<tr>
<td>if (( C_{[i]} ) is better than ( P_{[i]} ))</td>
</tr>
<tr>
<td>( P_{[i]} = C_{[i]} )</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>( P_{[i]} = P_{[i]} ) and ( P = P_{0} )</td>
</tr>
<tr>
<td>Create candidate ( C_{[i]} )</td>
</tr>
<tr>
<td>Randomly select parents ( P_{[i1]}, P_{[i2]}, ) and ( P_{[i3]} )</td>
</tr>
<tr>
<td>where ( i, i_1, i_2, ) and ( i_3 ) are different.</td>
</tr>
<tr>
<td>Create initial candidate</td>
</tr>
<tr>
<td>( C'<em>{[i]} = P</em>{[i1]} + F_w \times (P_{[i2]} - P_{[i3]}) ).</td>
</tr>
<tr>
<td>Create final candidate ( C_{[i]} ) by crossing over the genes of ( P_{[i]} ) and ( C'_{[i]} ) as follows:</td>
</tr>
<tr>
<td>for (j = 0; j &lt; N; j++) {</td>
</tr>
<tr>
<td>if (( r &lt; CR ))</td>
</tr>
<tr>
<td>( C_{[i]}[j] = C'_{[i]}[j] )</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>( C_{[i]}[j] = P_{[i]}[j] )</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>}</td>
</tr>
</tbody>
</table>

Figure 3. Canonical DE algorithm (Storn and Price, 1995).

Storn and Price (1995) have given some simple rules for choosing the key parameters of DE for general applications. Normally, \( NP \) should be about 5 to 10 times the dimension of the problem (i.e., number of design variables). As for \( F_w \), it lies in the range between 0.4 and 1.0. Initially, \( F_w = 0.5 \) can be tried, then \( F_w \) and/or \( NP \) can be increased if the population converges prematurely. Storn et al. (2005) proposed various mutation schemes for the generation of new candidate solutions by combining the vectors that are randomly chosen from the current population, as shown by Eq. (4).
The main problem found in the so-called non-deterministic optimization approach is the high number of evaluations of the objective function needed to solve the optimization problem. According to Coelho and Mariani (2006), even for an extending number of objective function evaluations, there is no guarantee that premature convergence will be avoided. In addition, the DE algorithm is sensitive to control parameters (STORN et al., 2005) and it is highly problem-dependent (ZAHARIE, 2002, 2003; QIN; SUGANTHAN, 2005), claiming for ad-hoc configurations.

According to Nobakhti and Wang (2006), the special mutation mechanism used in DE leads to the stop of the search. If, for any reason, the DE population loses diversity, such as an incorrect choice of the perturbation rate $F_w$, the mutation becomes zero. In order to overcome this problem, various methodologies have been proposed. Zaharie (2003) proposes a feedback update rule for $F_w$ that is designed to maintain the diversity of the population at a given level. This procedure is able to avoid premature convergence. Recently, chaotic search models have been used for the adaptation of parameters in non-deterministic approach due to their ability in avoiding premature convergence (COELHO; MARIANI, 2006). Coelho and Mariani (2007) have used the Ant Colony algorithm with logistic maps in engineering problems. Additionally, the number of objective function evaluations can decrease by using special strategies to update the population size.

In this context, the Self-Adaptive Differential Evolution (SADE) algorithm, proposed by Cavalini et al. (2015), is used to update the following parameters: perturbation rate, crossover parameter and population size. Thus, the DE drawbacks mentioned can be minimized.

### Updating of the population size

The canonical non-deterministic optimization approaches keep the population size fixed during the evolutionary process. This aspect simplifies the algorithms, but it represents a restriction that does not follow the biological evolution. The natural phenomenon includes...
continuous variation in the number of individuals, which increases when there are highly fitted individuals and abundant resources, and decreasing otherwise. As mentioned, it may be beneficial to expand the population in early generations when the phenotype diversity is high. However, the population can be contracted when the unification of individuals and abundant resources, and decreasing otherwise. As mentioned, it may be beneficial to expand the population in early generations when the phenotype diversity is high. However, the population can be contracted when the unification of the individuals in terms of structure and fitness no longer justifies the maintenance of a large population and the higher computational costs associated (VELLEV, 2008).

Sun et al. (2007) evaluated two strategies for the dynamic updating of the population size during the evolutionary process, as shown by Eq. (5) and Eq. (6).

\[
NP = \left( NP_{\text{max}} - NP_{\text{min}} \right) \frac{\text{Iter}_{\text{max}} - \text{Iter}}{\text{Iter}_{\text{max}}} + NP_{\text{min}}
\]

(5)

\[
NP = \max \left( \frac{NP_{\text{max}}}{2} \sin \left( \frac{\text{Iter}}{A} \right) + \frac{NP_{\text{max}}}{2}, NP_{\text{min}} \right)
\]

(6)

where \( \text{Iter}_{\text{max}} \) is the limit of generations, \( \text{Iter} \) is the current generation, while \( NP_{\text{min}} \) and \( NP_{\text{max}} \) are the minimal and maximum number of individuals in the population, respectively. \( A \) is the periodicity of the updating scheme. In these equations, the population size is updated considering only the evaluation of these mathematical expressions, i.e., no information about the evolutionary process is considered in this analysis. This characteristic represents the main disadvantage of this purely mathematical approach.

In order to overcome this disadvantage, an adaptive population size strategy with partial increasing or decreasing number of individuals according to diversities in the end of each generation is adopted in this work. Therefore, a convergence rate (\( \lambda \)) is defined as (CAVALINI et al., 2015):

\[
\lambda = \frac{f_{\text{average}}}{f_{\text{worst}}}
\]

(7)

where \( f_{\text{average}} \) and \( f_{\text{worst}} \) are the average and worst values of the objective function (i.e., fitness values), respectively.

The defined convergence rate evaluates the homogeneity of the population in the evolutionary process. If \( \lambda \) is close to zero, the worst value of the objective function is different from the average value. If \( \lambda \) is close to one, the population is homogeneous. Thus, a simple equation for dynamic updating of the population size can be proposed by Cavalini et al. (2015):

\[
NP = \text{round}\left( NP_{\text{min}} + (1 - \lambda) NP_{\text{max}} \right)
\]

(8)

where the operator round(\( . \)) indicates the rounding to the nearest integer.

It should be emphasized that the equation Eq. (8) updates the population size based on the convergence rate. Differently, any information regarding the evolution of the process is considered in Eq. (5) and Eq. (6).

**\( F_{\gamma} \) and CR updating**

The procedure adopted in this work for the updating of \( F_{\gamma} \) and CR is presented by Zaharie (2003). The methodology is based on the evolution of the population variance (i.e., a measure of the population diversity), which is given by:

\[
\text{Var}(x) = x^2 - \left( \frac{\sum_{i=1}^{NP} x_i^2}{NP} \right)^2
\]

(9)

According to Zaharie (2002, 2003), if the best element of the population is not taken into account, the expected value of the variance after recombination is given by (determined from the obtained population):

\[
E(\text{Var}(x)) = \left( 1 + 2F_{\gamma} CR - \frac{2CR}{NP} + CR^2 \right) \text{Var}(x)
\]

(10)

Consider that \( x(g-1) \) is the population obtained at generation \( g-1 \) (the previous population). During the \( g \)-th generation, the vector \( x \) is transformed into \( x' \) (recombination) and then in \( x'' \) (selection). The vector \( x' \) represents the starting population for the next generation \( x(g+1) \).

The information about the variance tendency can be provided by Eq. (11). If \( \gamma < 1 \), the variance is increased and the convergence is accelerated. However, premature convergence can be induced. On the other hand, if \( \gamma > 1 \) the variance is decreased and premature convergence situations can be avoided.

\[
\gamma = \frac{\text{Var}(x(g+1))}{\text{Var}(x(g))}
\]

(11)

The controlling idea is based on the parameter \( F_{\gamma} \), such that the recombination applied in the generation \( g \) compensates the effect of the previous application of recombination and selection.
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The parameters used by DE algorithm (STORN; PRICE, 1995) are the following: \( NP=25,\ F_w=0.8,\ CR=0.8,\ 100\) generations, and DE/rand/1/exp strategy (see STORN; PRICE (1995) to details) for the generation of potential candidates; The parameters used by SADE are the following: \( NP\) defined by Eq. (8) (minimal and maximum numbers of individuals in the population equals to 5 and 25, respectively), \( F_w\) and \( CR\) defined by Eq. (14) and Eq. (15), respectively, and DE/rand/1 strategy (STORN; PRICE, 1995; STORN et al., 2005) for the generation of potential candidates. The stopping criterion for all the algorithms is associated to the difference between the best and the worst values of the objective function; this difference should be smaller than \( 10^{-6}\). All case studies were run 10 times to obtain the upcoming average values, considering in each simulation the following seeds: 0, 1, 2, …, and 9. In this test case were considered the following values for the \( \delta \) parameter: [0.01 0.025 0.05]. In addition, 20 points were used to generate samples in Monte Carlo Method (necessary for insertion robustness).

**Nominal optimization**

Table 1 presents the results obtained with simulation (first line), i.e., considering the design variables proposed by Barbosa (2013) to simulate this mechanism and with application of the DE and SADE algorithms for nominal optimization considering different seeds to initialize the evolutionary process.

In this table it is important to observe that both DE and SADE were able to estimate the parameters satisfactorily as shown by the values obtained for the objective function. However, the SADE algorithm leads to a smaller number of objective function evaluations as compared with the original DE algorithm (a reduction (average) of 29.57% in the number of objective function evaluations). The parameters obtained for the objective function. However, the SADE algorithm leads to a smaller number of objective function evaluations as compared with the original DE algorithm (a reduction (average) of 29.57% in the number of objective function evaluations). In addition, the values obtained for the variables \( x_i \) (\( i=3, \ldots, 6\)) are the inferior or superior limits due to design constraint.

Figure 4 presents the results of the forces and the cable lengths obtained with simulation and application of the SADE algorithm. In this figure, for simulation, there is an overlapping of cables due to the symmetry of the positioning of the motors’ structure and to the fact that the puppet is situated in the middle of it, and so that the cable length 1 is equal to cable 2, cable length 3 = 4, cable length 5 = 6 (the coordinates of the motors’ attachment are presented in first line of Table 1).
Table 1. Results obtained with nominal optimization by using the DE and SADE algorithms (N$_{\text{eval}}$ - Number of objective function evaluations).

<table>
<thead>
<tr>
<th>Seed</th>
<th>Method</th>
<th>$x_1$ (cm)</th>
<th>$x_2$ (cm)</th>
<th>$x_3$ (cm)</th>
<th>$x_4$ (cm)</th>
<th>$x_5$ (cm)</th>
<th>$x_6$ (cm)</th>
<th>OF</th>
<th>N$_{\text{eval}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>40.00</td>
<td>40.00</td>
<td>25.00</td>
<td>75.00</td>
<td>46.00</td>
<td>-</td>
</tr>
<tr>
<td>0</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>0.6687</td>
<td>2200</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>0.6687</td>
<td>1200</td>
</tr>
<tr>
<td>1</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>0.6687</td>
<td>2500</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>0.6687</td>
<td>2025</td>
</tr>
<tr>
<td>2</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>2400</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>1825</td>
</tr>
<tr>
<td>3</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>3700</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>2125</td>
</tr>
<tr>
<td>4</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>2450</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>1925</td>
</tr>
<tr>
<td>5</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>2225</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>1500</td>
</tr>
<tr>
<td>6</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>2525</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>1925</td>
</tr>
<tr>
<td>7</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>2425</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>1950</td>
</tr>
<tr>
<td>8</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>4025</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>2425</td>
</tr>
<tr>
<td>9</td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>2775</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>0.6687</td>
<td>2275</td>
</tr>
</tbody>
</table>

In relation to the forces’ values found, it may be noticed that after the optimization, the forces are distributed in more cables, and the amount of negative force points is decreased. In addition, the cable’s lengths increased after optimization, which does not mean loss of quality (this increase is due to repositioning of the motors in the structure). Thus, the optimization program provided the optimal positions of the motors in order to reduce the regions in which the forces on the cables were negative to perform the movement. It should be noted that for practical applications in the prototype there are points where the forces are negative. As prototype application, the solutions can limit the range of movement of a human leg or decrease the number of cables used in the structure to enable the same type of movement desired.

(a) Cable tension (Simulation). (b) Cable tension (SADE).
Figure 4. Comparison between results (tension and cable length) considering simulation and optimization by using the SADE algorithm (seed equal to zero).

Robust optimization

Table 2 presents the results (values’ average considering 10 runs with different seeds to initialize the evolutionary process) obtained with robust optimization using of the DE and SADE algorithms considering different values for the $\delta$ parameter.

Table 2. Results obtained with robust optimization by using the DE and SADE algorithms ($N_{eval}$ - Number of objective function evaluations).

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>Method</th>
<th>$x_1$ (cm)</th>
<th>$x_2$ (cm)</th>
<th>$x_3$ (cm)</th>
<th>$x_4$ (cm)</th>
<th>$x_5$ (cm)</th>
<th>$x_6$ (cm)</th>
<th>$OF$</th>
<th>$N_{eval}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>0.6687</td>
<td>2722.5</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.9149</td>
<td>95.9149</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>0.6687</td>
<td>1917.5</td>
</tr>
<tr>
<td>0.01</td>
<td>DE</td>
<td>95.8999*</td>
<td>95.9350</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>0.6737</td>
<td>56000</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.8999</td>
<td>95.9350</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>0.6736</td>
<td>32000</td>
</tr>
<tr>
<td>0.025</td>
<td>DE</td>
<td>95.4760</td>
<td>96.5190</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.1844</td>
<td>70000</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>95.4765</td>
<td>96.5193</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.1845</td>
<td>45400</td>
</tr>
<tr>
<td>0.05</td>
<td>DE</td>
<td>97.5360</td>
<td>95.1330</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>13.7979</td>
<td>0.7363</td>
<td>68200</td>
</tr>
<tr>
<td></td>
<td>SADE</td>
<td>97.5362</td>
<td>95.1345</td>
<td>10.00</td>
<td>10.00</td>
<td>9.00</td>
<td>13.7980</td>
<td>0.7362</td>
<td>48700</td>
</tr>
</tbody>
</table>

* Average, ** Best result, *** Standard deviation.

In this table, it is possible to observe that the robust optimal is worse than the nominal optimal. In addition, the increase of $\delta$ parameter deteriorates the value of nominal solution. As observed in Table 1, the SADE algorithm leads to a smaller number of objective function evaluations as compared with the original DE algorithm (a reduction (average) of 35.1% in the number of objective function evaluations with respect to canonical DE). Figure 5 presents the comparison between tension and length cables obtained by the using SADE (nominal and robust with $\delta = 0.05$). In relation to tensions, it can be observed that the forces are more distributed in cables, which does not mean loss of quality (this increase is due to repositioning of the motors in structure).
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Figure 5. Comparison between results (tension and cable length) by using the SADE algorithm (nominal and robust with \(\delta\) equal to 0.05).

CONCLUSIONS

In this work a Self-Adaptive Differential Evolution – SADE - algorithm, associated with the Mean Effective Concept - MEC - (for insertion robustness), was used to design a robotic device actuated by cables by human lower limb rehabilitation for determining the positioning motors through the minimization of forces in cables. The SADE optimizer is based on the population’s diversity and convergence rate concepts (the control parameters \(CR\), \(F_c\) and \(NP\) are dynamically updated based on the diversity of the population, which avoids premature convergence of the evolutionary process). The SADE strategy proves to be beneficial for the investigated physical problem as compared to the canonical DE algorithm, with fixed parameters and other existing self-adaptive algorithms.

Finally, the results showed that the methodology (SADE+MEC) represents a promising alternative for dealing with optimization problems. The main disadvantage of this approach is the increase of the number of objective function evaluations necessary to evaluate the integral considered in the mean effective concept and independent of the optimization strategy considered.

Further research work will be focused on the influence of the parameter values required by SADE in the solution of other interest case studies.
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RESUMO: No projeto de sistemas de engenharia é comum considerar que os modelos, as variáveis e os parâmetros são confiáveis, isto é, não apresentam erros de modelagem e de estimação. Entretanto, os sistemas a serem
otimizados podem ser sensíveis a pequenas alterações nas variáveis de projeto causando significativas modificações no vetor de objetivos. Otimização robusta é uma abordagem para modelagem de problemas de otimização sob incerteza em que o modelador tem como objetivo encontrar decisões que são ideais para o pior caso de realização das incertezas dentro de um determinado conjunto de valores. Nestes trabalhos, um método de otimização heurística auto-adaptável, nomeado Self-Adaptive Differential Evolution (SADE), é avaliada. Diferentemente do algoritmo de Evolução Diferencial, a estratégia SADE é capaz de atualizar os parâmetros necessários, tais como o tamanho da população, o parâmetro de passagem e taxa de perturbação, de forma dinâmica. Isto é feito considerando uma taxa de convergência definida no processo de evolução do algoritmo, a fim de reduzir o número de avaliações da função objetivo. Para fins de ilustração, a estratégia SADE associado ao conceito de média efetiva, para inserção da robustez, é aplicada para minimizar as forças aplicadas nos cabos da estrutura robótica utilizada para a reabilitação dos membros inferiores humanos, determinando o posicionamento dos atuadores. Os resultados mostram que o método proposto neste trabalho configura-se como uma estratégia interessante para o tratamento de problemas de otimização robustos.
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